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Abstract

Automation apps such as iOS Shortcuts and Android Tasker
enable users to “program” new functionalities, also called
recipes, on their smartphones. For example, users can create
recipes to set the phone to silent mode once they arrive at their
office or save a note when an email is received from a partic-
ular sender. These automation apps provide convenience and
can help improve productivity. However, these automation
apps can also provide new avenues for abuse, particularly in
the context of intimate partner violence (IPV). This paper
systematically explores the potential of automation apps to
be used for surveillance and harassment in IPV scenarios.
We analyze four popular automation apps — iOS Shortcuts,
Samsung Modes & Routines, Tasker, and IFTTT — evaluat-
ing their capabilities to facilitate surveillance and harassment.
Our study reveals that these tools can be exploited by abusers
today to monitor, impersonate, overload, and control their
victims. The current notification and logging mechanisms im-
plemented in these automation apps are insufficient to warn
the victim about the abuse or to help them identify the root
cause and stop it. We therefore built a detection mechanism
to identify potentially malicious Shortcuts recipes and tested
it on 12,962 publicly available Shortcuts recipes. We found
1,014 recipes that can be used to surveil and harass others.
We then discuss how users and platforms mitigate such abuse
potential of automation apps.

1 Introduction

Automation applications enable users to automate certain
tasks on their phones through user-friendly trigger-action in-
terfaces. Users can create rules or “recipes” and chain them to-
gether to create new functionalities. For example, one can cre-
ate a recipe to automatically open the Map application when
they get into their car or put their phone on silent mode when
they arrive at the office. Several automation tools are now

Figure 1: (Left) A user’s post on Reddit about a self-made
spying recipe using iOS Shortcuts. (Right) A post on Weibo
— the most popular social media site in China — shows how
to spy on an intimate partner’s location using Shortcuts.

available for various mobile platforms.1 Shortcuts app [13]
is preinstalled in Apple devices, and Modes & Routines2

app [68] is preinstalled in Samsung phones and tablets. Other
popular third-party automation tools like IFTTT [47] and
Tasker [48] are available for Android and iOS users. Users
can create complex automation recipes and share them using
links or by uploading them on recipe libraries.

Although automation applications are designed for legit-
imate productivity tasks, they can be repurposed to create
malicious recipes for surveillance and harassment. We found
multiple social media posts that describe how to build such
recipes. As shown in Fig. 1, one Reddit user shares a Short-
cuts recipe capable of recording video, taking photos, and
tracking location. A Weibo post, viewed over 32.5 million
times, demonstrates how to use a shared note to secretly ac-
cess a partner’s geolocation via iOS Shortcuts.

Once installed on a victim’s device, these recipes can func-
tion like spyware while being difficult to detect. Existing
mobile anti-spyware tools scan for malicious apps, not user-
created automation recipes. Because platforms like iOS Short-
cuts and Samsung Modes & Routines are preinstalled and
considered legitimate, malicious automations often go unno-

1Although some automation tools also work on laptops, we focus on
mobile devices (Android and iOS) for this paper as they are more widely
used today than other devices.

2formerly Bixby Routines, changed in 2023.



ticed. This poses significant risks in the context of intimate
partner violence (IPV), where abusers often have physical and
authenticated access to a victim’s device [29, 39, 43, 57, 73].
Two authors, who provide direct support to IPV survivors,
have observed the use of automation recipes for surveillance
and harassment.

While prior research has examined the role of mobile apps
in tech-enabled abuse [10, 29, 39, 65], automation platforms
remain underexplored. These recipes introduce unique risks:
they are difficult to detect, easy to distribute, and not subject to
the same restrictions as conventional malware. Distribution of
malicious automation recipes is largely unregulated and hard
to trace. Users can share and download these recipes through
unregulated online websites as well as personal messages.

Motivated by the real-world threats and risks posed by
automation applications, this work systematically explores
the capabilities of popular mobile automation platforms and
their potential for misuse in IPV scenarios. We investigate the
extent to which these tools can be repurposed for surveillance
and harassment by addressing these research questions:

RQ1: What are the capabilities of popular automation appli-
cations?

RQ2: What specific harms might these capabilities pose to
IPV victims?

RQ3: How can abusive automation recipes be detected to
support affected users?

To answer these questions, we study four popular automa-
tion applications: Shortcuts for iOS, Tasker for Android,
Bixby Routines for Samsung devices, and IFTTT for iOS
and Android. Using a UI-Stepthrough analysis [22], we iden-
tify the capabilities of these applications for device control-
ling, communicating, and data managing (Section 3). We then
demonstrate that combining the capabilities can yield surveil-
lance and harassment attacks in the IPV context (Section 4).

Reflecting on the attacks, we show that the existing abuse
prevention and detection strategies in mobile platform are not
effective against malicious recipes (Section 4.2). We there-
fore develop an LLM-assisted system for analyzing Shortcuts
recipes to detect recipes that pose the potential for abuse. We
then run our detection system on 12,962 publicly available
iOS Shortcuts recipes.

We identify 1,014 recipes that have the capabilities to be
used for surveillance (e.g., exfiltrate location data) or harass-
ment (e.g., sending too many notifications or toggle flash-
lights repeatedly). We also present an analysis of the detec-
tor on recipes that were explicitly marketed for IPV attacks
(Section 5.4). Based on our findings, we discuss possible
mitigation strategies from the perspective of both users and
platforms in Section 6.

In summary, the key contributions of this paper are:

• We are the first to investigate the potential risk of automa-
tion applications for IPV. We analyze four automation ap-
plications across iOS and Android, and demonstrate how

automation applications can be used to create recipes for
surveilling and harassing victims.

• We build a novel LLM-based detector that leverages step-
by-step prompting to minimize LLM hallucinations, en-
abling detailed assessments of a Shortcuts recipe’s poten-
tial to constitute IPV attacks. Our approach is adaptable
not only in analyzing automation recipes but also in other
domains requiring context-sensitive evaluations.

• We surveyed 12,962 Shortcut recipes on four third-party
libraries and found 1,014 recipes that are either committed
to be malicious or can be repurposed for IPV.

To encourage more research on the security implications
of automation tools, we will release the LLM detector code
and prompts. For safety purposes, the annotated dataset will
only be shared with verified researchers by request.

2 Background & Related work

Automation applications have gained popularity in recent
years. Smartphone and smart home users utilize these appli-
cations to create new functionalities that meet their needs.

2.1 Automation Applications

Automation applications (“automation apps”, in short) al-
low users to automate various tasks and processes on their
mobile devices, saving time and effort. These apps create
workflows, routines, or “recipes” that are sequences of opera-
tions. Recipes can be executed manually or by setting triggers
such as time, location, and device state changes.

Automation apps offer a powerful and user-friendly inter-
face that enables users to create complex automations without
requiring a technical background. Many automation apps
are available on official app markets and sometimes prein-
stalled on mobile devices. For example, Apple’s iOS 12 intro-
duced Shortcuts for task automation, and Samsung introduced
Bixby Routines in 2019. Among third-party apps, Tasker (only
available for Android) can automate tasks on mobile phones,
IFTTT (available on both iOS and Android) can automate
tasks that also involve IoT devices, and Hootsuite [58] mainly
automate social media management.

End-user Programming. End-user programming (EUP) al-
lows people without software development experience to pro-
gram computers. Barricelli et al. [19] present a systematic
EUP study highlighting a growing integration of EUP into
different fields, including IoT and smart home automation.
Automation apps represent one type of EUP: they simplify
how users control their devices, allowing users to connect
various services, devices, and actions seamlessly. We show
in this paper that an abuser, even without coding skills, can



leverage automation apps to conduct powerful attacks in the
IPV setting.

Privacy and Security Risks with Automation Apps. Prior
reports and news have raised several safety concerns about
automation apps. In 2019, researchers discovered that the Siri
shortcut can be used to trick users into a scareware attack,
which reads information and demands a fee from the user
through native Siri voice [49]. Online forums contain dis-
cussions about the potential of leaking sensitive information
through iOS Shortcuts [42]. Moreover, a malicious shortcut
could be spread to everyone in the victim’s contact list [51].
To address these security issues and concerns, Apple imple-
mented safety measures to protect users. For instance, a short-
cut must ask the user for permission to start a new recording.
Although the usability of Shortcuts has been studied in dif-
ferent areas [15, 79, 82], no prior work has systematically
studied the security and privacy issues of automation tools in
an IPV context. Our work aims to fill this gap by analyzing
and measuring their potential threats.

2.2 Technology-Facilitated Abuse
Technology is facilitating forms of abuse that were once

limited to the physical world, such as stalking and harassing
individuals [25, 33–35, 61, 78, 84]. According to Thomas et
al. [78], over 48% of internet users report experiencing online
abuse, and the threat has been increasing over the years. A
global survey by the World Wide Web Foundation and the
World Association of Girl Guides and Girls Scouts found
that 52% of young women and girls reported experiencing
online abuse [89]. Although researchers are trying to identify
solutions that prevent abuse [33, 69, 86], the implementation
remains cursory. Combating such abuse requires complex
socio-technical solutions and a comprehensive shift in the
way we design and use technology [17, 35, 88].

Technology-facilitated abuse (TFA) can be harmful for
teenagers [87], women [60, 67, 83], and LGBTQIA+ popu-
lation [53]. TFA has become a new tool for surveilling and
harassing victims of intimate partner abuse.

TFA in Intimate Partner Violence. Intimate partner vio-
lence (IPV) encompasses physical, sexual, and psychologi-
cal aggression by current or former partners [26]. Abusers
often exploit their deep knowledge of victims, including
personal details like birthdate or address, and they may
coerce victims into revealing credentials [39]. Prior re-
search [18, 39, 52, 74] highlights various abuse forms, such
as financial abuse [21, 50, 63], non-consensual intimate im-
agery [61], stalking [70, 71, 74], and harassment via smart
home devices [11,28,55,73,75–77]. Researchers address IPV
through analyzing abuse factors [23,24,27,40,57], developing
detection tools [65, 66], and supporting victims with social
resources [38, 72, 77].

Freed et al. and Chatterjee et al. show abusers misuse spy-
ware or dual-use apps, originally designed for benign pur-

poses like locating lost phones, to spy on and harass vic-
tims [29,39]. These tools enable remote access to sensitive in-
formation without physical proximity [10,29,75]. While prior
work focuses on third-party mobile apps, we demonstrate that
abusers can exploit automation tools, which leverage high
privileges or built-in OS features, to facilitate IPV.

Real-world TFA Threats from Automation Apps. Two
authors volunteer at a local organization that directly pro-
vides support to IPV survivors who are experiencing tech-
facilitated abuse. The organization has worked with over a
hundred clients in the last three years. They have seen clients
in the past where the Shortcuts app was used to harass vic-
tims. On one occasion, Shortcuts was used to repeatedly close
certain applications on launch, such as Google Maps. This
was probably a parental control recipe but was repurposed to
prevent the survivor from using several apps. Following up
on this, we searched online with queries such as “spy using
iOS Shortcut.” We found several posts on TikTok, Reddit,
and Weibo discussing how to use automation applications for
malicious purposes like surveillance and harassment, with
thousands of comments and millions of views. We also found
posts describing users’ concerns about a shortcut to be mali-
cious. On a Reddit post [45], the maintainers of RoutineHub
— an unofficial Shortcuts recipe repository — request users
to report malicious shortcuts, underscoring the need to un-
derstand the abuse potential of automation apps. Although
the current prevalence of automation apps in IPV contexts
remains unclear, both our firsthand experience and emerg-
ing online discussions indicate their potential to become a
significant new vector for abuse.

2.3 TFA Threat Model
We consider the threat from an abusive intimate partner

who is trying to use technology to harm their victim. Un-
like other security works that focus on purely machine-side
vulnerabilities, we take a human-centered threat modeling
perspective [81], focusing on constructing models grounded
in the lived experience of real users, particularly those from
vulnerable populations (e.g., IPV survivors).

We specifically consider a UI-bound intimate partner at-
tacker, which was first introduced by Freed et al. [39] and
referenced in later research to analyze the privacy and secu-
rity risks in IPV settings [22, 29, 65, 76, 80]. This adversary
is limited to interacting with the device through its standard
user interfaces. However, they often already know the pass-
words or PINS to the victim’s mobile device, or can coerce
the victim to unlock their devices [21, 29, 39]. With such au-
thenticated physical access to the victim’s mobile phone, the
attacker can configure automation apps to surveil and harass
the victim. Attackers are also able to communicate with the
victim through phone calls, text messages, WhatsApp, and
other platforms.

We argue that these attacks are accessible even to non-
technical users, as malicious automation recipes can be easily



installed with brief physical access to the victim’s device. At-
tackers need not develop the recipes themselves — they can
reuse those shared online, often accompanied by step-by-step
tutorials from Google searches (e.g., “spy using Shortcuts on
iPhone”), social media posts, and even official app web pages.
For example, Tasker’s official website includes guidance on
hiding or disabling app notifications. Because automation
apps are designed for benign utility, these recipes appear le-
gitimate and approachable.

TFA attacks. IPV adversaries frequently use technology to
abuse their victims, control them, and perpetuate power over
them. We consider four types of attacks from the taxonomy by
Thomas et al. [78] that can be achieved through compromising
the victim’s devices: Surveillance, Impersonation, Overload-
ing, and Lockout & Control. We do not consider the other
three types of attacks: sending Toxic Content to the victim,
Content Leakage — sharing victim’s information without con-
sent — and False Reporting the victim to authorities, as they
are typically executed without compromising the victim’s
account or devices.

Surveillance. Surveillance and stalking refer to the act of
secretly monitoring or collecting information about a victim’s
activities without their consent. For instance, an attacker might
configure a recipe to get a copy of the victim’s incoming
messages without being noticed.

Impersonation. An attacker can impersonate the victim and
misrepresent them to others. For instance, an attacker can set
a recipe with the action to send an email from the victim’s
phone with the content and recipient address received from
the attacker via a text message.

Overloading. An overloading attack refers to either repeat-
edly forwarding information through automation apps to the
victim or manipulating specific functionalities on the victim’s
device at a high frequency, potentially resulting in denial of
service. For instance, the attacker can make the victim’s de-
vice output 1,000 notifications at once.

Lockout/Control. A lockout/control attack allows attackers to
manipulate the victim’s device’s physical features or software
controls to gaslight and confuse the target, causing psycholog-
ical distress and making the target feel unsettled. One example
attack will be when the attacker changes the setting or deletes
the information without the victim’s notice and causes harm.

3 Analyzing Capabilities of Automation Apps

First, we answer RQ1 (What are the capabilities of popular
automation applications?) by studying popular automation
apps on iOS and Android, and extracting their capabilities.

App name Platform Rating Pricing

Shortcuts iOS 4.4 (17K) Free
Tasker Android 4.5 (54K) $3.49
IFTTT Android, iOS 4.6 (57K) Free/$3.99
Bixby Routines Android (Samsung Only) 1.5 (N/A) Free

Figure 2: Four popular automation apps analyzed in this paper.

3.1 Automation App Selection
We analyzed the functionality of popular automation apps

on Android and iOS to identify the basic automation opera-
tions they offer. As we demonstrate later, composing these
operations can enable a range of attacks. Our method is as
follows.

We searched for the keyword automation in the app stores
and chose the applications with the highest number of reviews.
We then downloaded the top 10 apps for each platform and
verified whether they provided standalone automation func-
tionalities—that is, automation features that do not simply
redirect to another automation app.

From this selection, we chose the highest-rated, indepen-
dent automation apps for each mobile operating system: Short-
cuts on iOS; Tasker and Bixby Routines on Android; and
IFTTT, which is available on both platforms. Fig. 2 presents
the metadata for these four apps.

• Shortcuts. The Shortcuts App is installed by default on iOS
13.0 or later. We analyze and test this app on two physical
iPhones: iPhone 11 with iOS version 17.4.1 and iPhone 15
with iOS version 18.0.1.

• Tasker. Tasker could be downloaded from the Google Play
Store. We analyze Tasker (v6.2.22) on a Samsung Galaxy
S10 running Android 12 and a OnePlus Nord N10 running
Android 11.

• IFTTT. For IFTTT (v4.83), we evaluate the Pro version,
which has access to the IFTTT voice mailbox. The more
expensive Pro+ version provides access to scripting func-
tionality.

• Bixby Routines. We evaluate Bixby Routines on a Sam-
sung Galaxy S10 running Android 12. It is available for and
preinstalled in selected Samsung mobile devices released
after 2019, such as S10, S20, and Note10.

3.2 Capability Analysis
Automation apps offer their functionality in the

“Trigger→Action” pattern. We define “Capability” of
an automation app as the set of triggers and action(s)
functionalities it supports. We conducted a comprehensive
UI stepthrough analysis for each automation application
to assess its capabilities. UI stepthrough, adapted from
cognitive walkthrough methods [54], has been used in prior



Trigger Sh Ta IF-i IF-a Bx

Internal events
Geofence Y Y Y Y Y
Battery Level Y Y N Y Y

External events
Receiving Communication1 Y Y N Y Y

Preset time
Time in a Day Y Y Y Y Y

User actions
App Usage Y Y N N Y
New Image/Recording Y Y Y Y N
Notes Created Y Y N N N
Calendar/Reminder Created Y Y Y Y N
Device Usage Y Y N N Y

1 Trigger fires when the device receives an incoming message, call,
or similar communication.

Figure 3: Different triggers supported (Y) or not supported (N)
by automation apps grouped by their types.

Resource Sh Ta IF-i IF-a Bx

Vibrate Y Y a N Y Y
Flashlight Y Y a N N Y
Screen Lock Y b Y N N Y
Screen Content Y b Y N N N
Play Sound Y Y N N Y
Airplane Mode Y Y N N N
Bluetooth Y Y N N N
WiFi Y Y N N Y
Notification Y Y Y Y Y
Screen Recording Y Y N N N
Clock Y N N N Y

a Requires third-party plug-in and/or rooting.
b Phone must be unlocked.

Figure 4: Different device & system control actions supported
(Y) or not supported (N) by different automation apps.

works [22, 39] to identify the system’s features from a user
perspective and to build a comprehensive inventory.

UI-Stepthrough. Our UI-Stepthrough analysis begins with
installing the app (if it is not preinstalled) and familiarizing
ourselves with the process of building a recipe on the app.
This process often involves selecting a set of triggers and
actions. Thus, we note down all the triggers offered by the
platform (e.g., “On Email Receive”, “On New Notes created”)
along with the options supported by the app for each trigger
(e.g., Email sender, Title contains, etc.).

We then look into the set of supported actions. Recipes
are sequential combinations of actions that can be executed
on certain triggers. Actions can be from the system (e.g., get
device location), third-party apps (e.g., add to Google Drive),
or logic operators (e.g., if. . .else, repeat), or they can even
be previously created (or downloaded) recipes. For each ac-
tion, there may be configurations (e.g., the specific value to
set the volume). In iOS Shortcuts, a sequence of actions is
called a “shortcut,” while a shortcut with triggers is called
an “automation.” Both Shortcuts and Tasker natively sup-

Feature Sh Ta IF-i IF-a Bx

Capture (live)
Record Photo D D - - D
Record Video U D - - U
Record Audio U A - - -
Location A A - - -

Retrieve (local)
Photo Album A A - - -
iCloud A n/a - n/a n/a
Cloud Storage A A A A -
Communication Log - A - - -
Notes U - - - -
Calendar/Reminder A A - - -
Device Info D A - - A
Files U A - - -

Figure 5: Different content & data management actions sup-
ported by automation apps. Some actions always work (A),
while others depend on device-state (D), such as device un-
locked or app opened, or require explicit user interaction (U),
and some are not supported (-) by some apps.

Method / Entry Point Sh Ta IF-i IF-a Bx

Insertion
App Input Y Y N N N
Web Input Y Y Y Y N
Message (SMS) Y Y N Y N
Email Y Y N N N

Exfiltration
SSH Y Y N N N
JavaScript Y Y Y Y N
Nearby Share* Y Y N N N
Message (SMS) Y Y N Y N
Email Y Y Y Y N
Social Media Y Y † Y Y N

* “Airdrop” on iOS; “Quick Share”/Bluetooth on Android.
† Tasker requires the device to be unlocked and auto-taps UI
buttons.

Figure 6: Communication methods supported (Y) or not (N)
by different automation apps.

port Turing-complete logic, whereas IFTTT achieves Turing
completeness via JavaScript (available to Pro+ subscribers).
Bixby Routines, by contrast, are limited to simple one-shot
if-this-then-that logic.

At this point, we have a list of triggers and actions for each
automation app. We then group them into categories based on
their functionality. We identified four types of triggers: (1) In-
ternal events monitored by the device (e.g., location change),
(2) External events triggered outside the device (e.g., re-
ceiving a message from other people), (3) Preset time (e.g.,
afternoon at 1:00 PM), and (4) User actions (e.g., user opens
an application). The set of triggers is presented in Fig. 3.

We also identified four types of actions: (1) Device and
System Controls: Actions that interact with or modify OS
settings and on-device resources (e.g., Set WiFi, Get Battery
Level; see Fig. 4). (2) Data Collection & Management: Ac-
tions that capture, access, or modify local data such as photos,



media, files, or location (e.g., Take Photo, Delete Last Photo,
Get Current Location, see Fig. 5). (3) Communication: Ac-
tions that transmit information externally via SMS, email,
HTTP, FTP, or SSH, or internally to other apps on the device,
see Fig. 6. (4) Automation Logic and Flow Control: Actions
that support control structures and variables (e.g., If, Repeat,
Wait). These are typically combined with other actions, so we
did not evaluate them independently.

iOS Shortcut. The Shortcuts app has a comprehensive set of
triggers and actions, and these pairings are composable. Given
that it is Turing-complete, users can achieve any program that
is feasible on one device with the permissions enabled (the
user will be prompted for their first-time access) and with
minimal additional user interaction (if the action itself does
not need user interaction, such as “Choose from List”).

Android Tasker. Tasker provides powerful capabilities simi-
lar to iOS Shortcuts but with even greater system access. It
offers a Turing-complete environment that allows users to cre-
ate complex automation with nested loops, conditional logic,
and recursive task calling. Tasker can also package those rou-
tines as standalone APKs with custom names and icons for
easy sharing. For a better user experience without additional
friction, Tasker can utilize Android Debug Bridge (ADB)
commands to bypass system notifications. Overall, Tasker
excels at keeping track of device states, communications, and
any sensor data, including location.

iOS IFTTT. IFTTT always begins with one single “If this”
trigger and ends with one or more “Then that” actions. Un-
like the preinstalled Shortcuts, most triggers and actions are
external events (e.g., when receiving a new email in Gmail).
Only a few system/local events exist, including location, photo
access, notifications, etc. The free tier runs one-shot if-this-
then-that, and upgrading to Pro (which we mainly discuss in
this work) unlocks a Webhook block that allows receiving
of web requests (e.g., JSON). The highest-tier Pro+ unlocks
Queries for additional trigger parameters and a Filter Code
block that is capable of running JavaScript. The automation
on IFTTT depends on its running time (e.g., users sometimes
need to reopen the App to refresh the connection). Overall,
iOS IFTTT focuses mainly on cloud services and largely
depends on the APIs offered by third-party apps.

Android IFTTT. The Android IFTTT shares nearly the same
but slightly higher capability as the iOS version while adding
system-specific actions, such as triggers for WiFi and Blue-
tooth state changes, SMS receiving, phone call status, and
battery level. The Android version also provides extra actions,
such as setting the ringtone, toggling WiFi, or sending SMS
messages.

Android Bixby Routines. Bixby Routines strictly follows
one-shot if-this-then-that, and the automation will always end
without looping. There are also limited actions and triggers

compared to the other apps discussed above. The available
actions cluster around system toggles (e.g., sound mode), noti-
fications, and limited content management (e.g., launch apps).

4 TFA Attacks Using Automation Apps

We address RQ2 in this section: What harms can the capabil-
ities we discovered in Section 3.2 pose to IPV victims? First,
we present the feasibility of using automation recipes to con-
duct each of the four TFA attacks (Section 2.3) by combining
the capabilities from Section 3. Second, we demonstrate that
it is possible to emulate the functionalities of powerful mobile
spyware using these automation apps on iOS and Android.
We then show how existing abuse prevention and detection
strategies are insufficient to protect IPV victims.

4.1 Attack Feasibility
We show that with one-time access to a victim’s device, at-

tackers can construct sophisticated attacks using only built-in
triggers and actions. First, we present four proof-of-concept
attack scenarios based on our TFA taxonomy to show how
surveillance, impersonation, overload, and lockout attacks
can be orchestrated with minimal user visibility. Then, we
extend this proof-of-concept by emulating full-featured spy-
ware (Flexispy) behavior through automation recipes to show
that automation platforms can enable covert surveillance.

4.1.1 Proof-of-Concept TFA Attacks

We implement TFA attack scenarios that leverage the capabili-
ties in automation apps. As we show in Section 5, automation
recipes with similar functionalities already exist in the wild.

Surveillance. To surveil the victim, the attacker needs to
collect information from the victim’s device and exfiltrate
the information out of the device; the process needs to be
done in a stealthy manner without user consent. There are
triggers and actions in automation apps to access local data
(e.g., actions in Data Collection & Management), and actions
in Communication allow exfiltration of the data, some without
any traces (e.g., send via HTTP post request). We can also
set values for triggers and actions to prevent notification to
the victim (e.g., Run Immediately, turn ‘Preview’ to false).
For example, we present the following iOS Shortcut attack
to spy on the victim’s photo: The trigger is set to be a fixed
time; run the following actions when the trigger fires: get the
last five photos, make a zip file over it, attach the archived file
to the preset URL, and use the “Get Contents of” the URL
action to make an HTTP POST call to an attacker-controlled
URL. No explicit logs or notifications are shown during this
attack. The web traces and image access could be discovered
in iOS’s App Privacy Report if the victim has enabled the



feature. Note, this information is tagged to the Shortcuts app,
and not to any specific recipe.

Impersonation. For an impersonation attack, the attacker
needs to send information from the victim’s device to the
third party without the victim’s consent. The actions in the
Communication group can be utilized in this attack, while the
triggers can be arbitrary. The attacker needs to set values for
triggers and actions to proceed without user confirmation. We
present the following example to send a malicious message
to the victim’s contacts: In IFTTT (either iOS or Android
version), select the trigger to be the specific time, select the
action to send email, connect the victim’s account through the
installed Gmail application, preset the contacts to be victim’s
contacts, and input the malicious message. When the trigger
is fired, the message will be sent automatically. The only trace
is that IFTTT will record this automation run.

Overloading. Overloading attacks repeatedly trigger settings
or actions on the victim’s device, causing a denial of service.
In this case, only automation apps that are Turing-complete
are capable of running loops. Specifically, actions from De-
vice & System Controls or Communication, which explicitly
affect devices and cannot be interrupted, are capable of con-
ducting this attack. We present an example from Android
Tasker: pick arbitrary triggers (e.g., when the display is on),
add a while loop with the desired condition, and execute ac-
tions that cannot be interrupted inside the loop (e.g., toggle
Wi-Fi). The action causes a problem when the victim attempts
to use the Wi-Fi service for a continuous time period. Tasker
allows users to disable run logging. Therefore, the attack
leaves no obvious traces.

Lockout/Control. For lockout/control attacks, the goal is
to cause confusion or anxiety. The attacker can manipulate
the actions in Device & System Controls to silently modify
system settings. We show an example in the Bixby Routine to
perform a series of actions to scare the victim: Pick a trigger,
such as when Wi-Fi is disconnected, run actions to lock the
phone, turn on airplane mode, flip the visual themes, and
set the media to 0% volume. The full action chain executes
without additional confirmation. While Samsung logs routine
executions in a history panel, it is hard to trace if the victim
does not have prior knowledge about automation apps.

4.1.2 Emulating Spyware through Automation Recipes

We further present the abusability of automation apps by em-
ulating spyware functionalities. Using Flexispy [37] — a
powerful spyware app linked to IPV cases [29] — as a base-
line, we replicate key features such as location tracking, media
capture, app monitoring, and app blocking. Flexispy is not
available in official stores and is incompatible with iOS 17+.
We show that recipes can emulate Flexispy while leaving little
to no trace, enabling covert surveillance and harassment. A
detailed comparison with Flexispy is in Appendix A.

Category Sub-type Description Sh Ta IF-i IF-a Bx

Accessing
Data

Appear when ac-
cessing information

N 1st Acc. N N n/a

Permission asked to
start action

P N N N N

Extracting
Data

Progress bar shown P N N Y N

Notifi-
cation

User interaction
needed

P n/a N P ** Y

Execution
Notification during
execution

P N Y Y N

Summary of app ac-
tivity*

Y n/a n/a n/a N

Summary of how
data used

N Loc. Use Y Y N

System Log of app activity
in settings

Y Y Y Y N

Logs In-App Log of automation
run in app

N Y Y Y Y

Communic-
ation

Message that sent to
attacker

Y Y Y Y N

* Only available on iOS and Samsung devices. ** Denotes action required
by OS (auto-clicking). Bolded Text denotes that the trace can be bypassed.

Figure 7: Notifications and Logs. Y = app leaves notifications
or logs, P = only for some actions there will be notification,
and N is otherwise. 1st Acc specifies notifications triggered
only during the first data access, and Loc. Use applies only
when location data is used. n/a = the notification or log type
is not applicable for the app.

iOS Shortcuts. We replicated 31 (22 fully, 9 partially)
features out of 45 features in Flexispy that do not re-
quire third-party apps. Our demo Shortcut recipe can send
spoofed SMS/Email, track location, extract contacts, take pho-
tos/videos, and exfiltrate files – all running in the background
with minimal trace after basic configuration. Advanced fea-
tures like keylogging and SMS deletion were not possible
with iOS Shortcuts.

Installing such recipes is straightforward: an attacker only
needs to share an iCloud URL. Configuration involves set-
ting a command trigger (e.g., SMS, Email, or scheduled) and
an exfiltration URL. We used public hosts for anonymous
data collection. When using SMS or email, attackers must
anonymize their address to avoid detection.

Android Tasker. Similar capabilities can be replicated on
Android using Tasker. Unlike iOS Shortcuts, Tasker uses sepa-
rate task profiles for each function. On non-rooted devices, we
replicated 8 out of 13 Flexispy features, including call/SMS
monitoring, camera control, contact/media access, app activ-
ity tracking, and custom alerts. Tasker also enables exporting
tasks as standalone APKs with custom names and icons, ob-
scuring their true function. These APKs can be sideloaded
like any other app and run silently in the background without
running Tasker itself, making detection more challenging. For
example, a location tracker could be disguised as a weather
app with minimal permissions.



(a)

(b)

(c) (d)

Figure 8: (a) Progress bar for a shortcut on iPhone 15 in the
dynamic island. (b) System-enforced notification on Android
12. (c) Required user permission to start screen recording by
a Tasker recipe on Android 12. (d) Platform notification by
iOS for IFTTT’s background location usage.

4.2 Undermining Abuse Prevention and Detec-
tion Mechanisms of Automation Apps

We analyze how the current abuse prevention and detection
strategies are not effective against automation-based attacks
even when the victim’s device is not rooted or “jailbroken,”
We summarize the different notification and logging mech-
anisms that could potentially detect malicious recipes for
automation apps in Fig. 7 and highlight the ones that can be
easily bypassed.

Permissions. Mobile OSes rely on trusted app sources and
runtime permissions to prevent malicious apps. Since automa-
tion apps are installed from official stores or preinstalled in
the system, and permissions are granted at the app level —
not per automation recipe— the system assumes trust once
access is approved. For example, a benign recipe may gain
permission that is later exploited by a malicious one.

Tasker further circumvents protections by using advanced
permissions typically unavailable to regular apps. It lever-
ages ADB commands to extend its privileges, such as
modifying system settings. For instance, the command adb
shell pm grant net.dinglisch.android.taskerm
android.permission.WRITE_SECURE_SETTINGS allows
Tasker to change system settings silently, avoiding persistent
notification prompts.

User Consent. Another layer of defense is the runtime con-
sent mechanism implemented by automation apps like iOS
Shortcuts. These mechanisms are designed to prompt the user

for approval before executing potentially sensitive actions.
For example, if a Shortcuts recipe attempts to initiate a video
recording, the system will display a permission prompt that
the user must manually confirm to start or stop. Again, this
protection is limited in scope, as consent is only required for a
narrow set of actions deemed sensitive by the platform. Many
other actions, such as accessing contacts, sending network
requests, and modifying device settings, can often proceed
silently after a one-time consent.

App-Based Notification. App notifications by the automa-
tion app (and the third-party apps it uses) are a way to inform
the user about the execution of certain automation recipes.
However, for iOS, the third-party app (e.g., IFTTT) notifica-
tions are limited to banners, which can be easily disabled via
OS settings. Shortcuts also have multiple notification formats:
the newer iPhone models (iPhone 14 Pro and later) show a
minimized progress bar in the Dynamic Island (an interactive
interface element that integrates notifications and alerts into
the pill-shaped cutout at the top of the screen), while the older
models show a normal banner. While by default, iOS does not
allow switching off Shortcuts notifications, we find a method
online to disable Shortcuts notifications completely through
the Screen Time settings [20]. Regardless of the notification
settings, a banner/progress bar appears on the screen when
the user manually runs a shortcut.

We argue that both designs fail to adequately alert users
about a shortcut running in the background. For reference,
Fig. 8 (a) shows a progress bar for a shortcut that “opens the
Notes app, waits 5 seconds and takes a screenshot.” On older
iPhones, the larger banner includes only a button to halt the
shortcut, offering no context. On newer devices, the progress
bar appears only for a subset of actions.

For the Android system, once the user initially accepts
required permissions and has disabled notifications for an
automation app, most operations proceed without alerts. Ex-
ceptions include privacy-critical actions, such as accessing
the camera, microphone, or screen, as shown in Fig. 8 (b),
while some of these can be bypassed.

System-Level Alerts. iOS system provides pop-up notifica-
tions, showing app activity (for Shortcuts) and data usage (for
IFTTT). These pop-ups highlight how often apps have run or
accessed critical information (e.g., location) over recent days,
helping flag potential abuse. Fig. 8 (d) shows an example of
such a pop-up. Similarly, Android provides periodic system
reminders to notify users about sensitive permissions (e.g.,
screen control). Apps running long-duration background tasks
require persistent, non-dismissible notifications unless the ser-
vice stops (though they can be hidden). In addition, Android
also has system-enforced notifications that are mandated for
certain types of app behavior, such as location access (Fig. 8
(c)).

Third-party Malware Detector. We tested three popular



Figure 9: A Shortcut recipe (left) and it’s YAML/Text repre-
sentation (right).

malware/spyware detectors for both systems (Norton, iVerify,
MalwareBytes for iOS; F-Secure, Avast, AVG for Android) to
see if they are capable of detecting malicious recipes. We run
a malicious recipe (uploading a photo to a website without
user notice) on the test device, then run the analysis feature
on the detector apps. We find that while none of the tested
detection apps flag Shortcuts or their corresponding recipe.

System-level Reporting. Both iOS and Android provide
system-level reports. iOS provides a notification activity sum-
mary per app and privacy reports (not turned on by default) in
system settings, including data/sensor access logs for different
apps. Android provides system logs and usage indicators to
track sensitive actions, like accessibility services or critical
permissions. On the application side, most automation apps
(except iOS Shortcuts) provide in-app logs. All logs discussed
above are non-bypassable. However, they are hard for victims
to discover and analyze. From the victim’s perspective, if
they do not have prior knowledge that the attacks are from
automation apps, it is hard to trace back non-real-time events
in system logs: the sensors record every access of the ap-
plication every minute, increasing the difficulty for analysis.
Also, sensor logs are only kept for the past seven days on both
OSes.

Figure 10: Trigger (left), Automation (right) in iOS Short-
cuts.

5 Detect Abusive Automation Recipes

As we show in the previous section, automation apps can be
used to design recipes with powerful surveillance and harass-
ment capabilities, and the current detection is not sufficient to
capture them. In this section, we answer RQ3 (How to detect
abusive automation recipes to defend affected victims?) by
designing a Large Language Model (LLM)-powered detector
to measure the prevalence of recipes with such capabilities.
We focus on Shortcuts, as it allows convenient sharing of
recipes using iCloud links, and we found evidence of Short-
cuts recipes with surveillance and harassment capabilities
(See Fig. 1). We also found repositories of publicly available
Shortcuts recipes that users can easily download and install.

The iOS Shortcuts app provides two types of functionality:
a recipe and an “Automation”, which automatically runs these
recipes with preset triggers. A Shortcuts recipe is a combi-
nation of different Shortcuts Actions and can be exported
and shared via iCloud links. Distributors can include import
questions that prompt users for information; their responses
are then automatically filled in corresponding fields within
the Shortcuts. A recipe can also be exported as app icons
with custom images and configured to run while the device is
locked. We include an example of a recipe and its text repre-
sentation in Fig. 9. Actions and their categories are detailed
in Section 5.3.

An Automation consists of a trigger and a sequence of
Shortcuts actions or a Shortcuts recipe. When the trigger acti-
vates, the actions execute sequentially. Triggers can be set as
‘Run After Confirmation’ or ‘Run Immediately.’ An example
of a trigger setting and automation is shown in Fig. 10.

5.1 LLM-Powered Detector
We design an LLM-based detector to help determine if a

recipe poses TFA threats from the taxonomy in Section 2.3.
Prompting an LLM to directly map a recipe to an attack

is prone to errors and hallucinations, especially for smaller
and open source models [46]. We address this problem in two
steps. First, we abstract each attack from Section 2.3 into a



sequence of attack operations, providing a more precise defini-
tion of the attack. Then, we prompt the LLM to progressively
identify attack operations and map sequences of operations
to the attack, thereby reducing the hallucinations.

5.1.1 Attack Specification

Attack Operations. We analyze the comprehensive set of
triggers and actions that automation apps offer through the
lens of MITRE’s Mobile Tactic [16], identifying abstract op-
erations that could enable the attacks from Section 2.3. We
arrive at a set of five operations needed to build an automation-
based attack: data collection – TA0035 (Collection), data
exfiltration – TA0036 (Exfiltration), data insertion – TA0028
(Persistence), resource control – TA0037 (Command and Con-
trol), and trace hiding – TA0030 (Defense Evasion).

• Data Collection: refers to the attacker’s ability to retrieve
information, using content and data management actions,
from the victim’s device. This operation can be preceded
by any trigger.

• Data Insertion: refers to the attacker injecting internal or ex-
ternal information into the victim’s device. Attackers can ex-
ploit entry points in automation apps (e.g., Email/Message
Content) to transmit data.

• Data Exfiltration: refers to transmitting information gener-
ated during data collection or insertion to attackers, victims,
or other parties. This transmission utilizes actions such as
messaging, emailing, social media posts, or even SSH.

• Resource Control: refers to controlling software or hard-
ware resources on the device. For example, an attacker can
control an output interface to overload the user.

• Trace Hiding: refers to the attacker’s ability to hide its
identity or operation from the victim.

Attack Instantiations. Each operation has different instanti-
ations depending on the context, data, or attacker intentions.
We then represent these automation-based attacks as ordered
sets of instantiated operations.

• Surveillance : To perform a surveillance attack, the attacker
first collects information they want from the victim’s de-
vice through data collection. Then, the attacker exports the
information through data exfiltration to a data sink under
their control. The attacker uses the hiding traces operation
to prevent the victim from being aware of the attack.

• Impersonation. To perform an impersonation attack, the
attacker optionally performs data insertion to inject the
content or recipient information, then does data exfiltration
from the victim’s device. The attacker transmits data from
the victim’s device to third-party recipients, who may be
from the victim’s contact list or specified by the attacker.
This attack often involves sending messages from the vic-
tim’s number to embarrass or harm the victim.

Figure 11: Example surveillance attack prompt design & LLM
response. We design similar prompts for all TFA attacks.

• Overloading. To perform an overloading attack, the attacker
needs to repeatedly perform resource control to manipulate
functionalities or data exfiltration. The attacker can perform
all functions in Fig. 4 or Fig. 6.

• Lockout/Control. To perform a lockout/control attack, the
attacker performs the resource control operation without
a clear explanation to the victim. The attackers can utilize
software features like toggling the mobile hotspot, WiFi,
and sending notifications, or engage physical features like
phone vibration, lock screen, and switching flashlights.

5.1.2 Prompt Design

We design a per-attack prompt that leverages these attack
specifications. For each attack, we start the prompt with (1) a
general command that includes a summary of the IPV back-
ground, specific attack definitions, and corresponding opera-
tors. We then proceed to (2) capability extraction: the model
will be asked to identify actions related to the attack opera-
tor(s); all other actions must be ignored in this stage. Using the
actions fetched from (2), we ask the model to evaluate whether
the recipe actually meets the attack definition. For example,
as shown in Fig. 11, instead of directly asking if a shortcut
constitutes a “surveillance” attack, we ask the following: iden-
tify all data-collection actions in the Shortcuts, identify
all data-exfiltration actions, and then determine if there
is an execution path between any collection-exfiltration pairs
that exfiltrate collected data to a third party.

5.1.3 Prompting Strategy

We prompt LLMs, particularly Qwen2.5-Coder-32B-
Instruct [46] and gpt-4o [62], with the text representation of
the recipes, a per-attack prompt (from Section 5.1.2), and a
system prompt. Akin to chain-of-thought prompting [32, 85],
the system prompt instructs the LLM to first generate the
rationale of step-by-step analysis on recipes, then analyze the



Figure 12: Our measurement pipeline to analyze publicly available Shortcuts recipes.

rationale to provide a trinary result: “Yes”, “No”, “Maybe”
on whether a shortcut can perform a specific attack.

This final prompt proved robust in identifying surveillance,
overloading, and lockout, while impersonation had a higher
false positive rate. To refine our detector, we used GPT-4o to
re-evaluate shortcuts flagged as positive for impersonation.
Results show GPT-4o outperformed the previous model un-
der the same prompt. In a randomly selected subset of 190
shortcuts, Qwen2.5-Coder-32B-Instruct identified 31 as
impersonation, with manual validation revealing 12 false posi-
tives. GPT-4o correctly identified all 12 as non-impersonation
(true negatives) while accurately classifying the remaining 19
as true positives.

5.2 Evaluate our Detector on Publicly Avail-
able Shortcuts Recipes

We collected a large number of iOS Shortcuts from publicly
available unofficial Shortcuts repositories, which we analyzed
using our measurement pipeline (Fig. 12).

Data Preparation First, we used Google searches with
queries like “iOS Shortcuts” and “iOS Shortcuts Gallery” and
recommendations from online forums [6] to identify four
large galleries for Shortcuts recipes: Shortcutsgallery.com [8],
MatthewCassinelli.com/shortcuts [3], RoutineHub.co [5], and
ShareShortcuts.com [7]. These galleries provide (iCloud)
URLs to Shortcuts recipes. We collected all URLs from these
websites, downloaded the recipe files (in plist format) using
a publicly available GitHub script [9], and converted them
into XML files for easier analysis.

We removed duplicate iCloud URLs and the broken URLs
that could not be converted to a valid XML. This step
yielded a total of 13,745 valid XML files: 2,018 from Short-
cutsgallery.com, 437 from MatthewCassinelli.com/shortcuts,
9,118 from RoutineHub.co, and 2,172 from ShareShort-
cuts.com. We attempted to find duplicate recipes across
the domains by comparing names and functionality. We
found < 2% shortcuts in our dataset that might be dupli-
cates by comparing files with the same names. Shortcuts
recipes with (near) identical functionalities can have different

Flagged by Flagged by LLM
Category Code Filter Yes No Maybe

Surveillance 371 21 (0.2%) 244 106
Impersonation 5,541 340 (2.6%) 4,499 702
Lockout/Control 3,067 656 (5.1%) 2,227 184
Overloading 479 65 (0.5%) 101 313

Total 7,616 1,014 (7.9%) / /

Figure 13: Classification of 7,616 shortcuts (out of 12,962)
that are flagged as potentially exploitable by our initial filter-
ing using the LLM-powered detection pipeline. Note some
recipes are classified into multiple attack categories.

URLs; therefore, we also run a similarity test based on the ac-
tual actions in evaluated recipes. We used text embedding
(using sentence-transformers/all-MiniLM-L6-v2) to
compute pairwise cosine similarities of the Shortcuts recipe
XML files, and our result finds less than 1% duplicates (simi-
larity above > 0.95).

We then implemented a parser to convert Shortcuts recipe
XMLs to the YAML format [90]. This format keeps the essen-
tial information and metadata (e.g., uuid, Show When Run,
etc.) for each action while reducing the repetitive XML format
tags; an example is shown in Fig. 9.

Filtering potentially malicious shortcuts. To reduce anal-
ysis cost, we filter out the recipes that do not include
all the attack operations required to instantiate an attack
(see Section 5.1.1). For example, to conduct a surveillance
attack, an recipe must include at least one data-collection
operation and at least one data-exfiltration action. Start-
ing from the set 13,745 YAML files, we identified 5,346
recipes that are not exploitable to perform any attack from our
initial filtering. Of the remaining 8,399 recipes, 783 were
longer than the Qwen2.5-Coder-32B-Instruct’s context
window (128k with YARN configuration); therefore, we man-
ually annotated those. There are no surveillance recipes iden-
tified, but we found some recipes capable of doing lockouts
(70), overloading (10), and impersonation (12) attacks. The
high number of lockouts is due to longer recipes, often in-
cluding base64-encoded audio and actions to decode and play
them, typically used to startle or scare victims. We consider



the remaining 7,616 recipes as potentially exploitable into
at least one of the four attack categories and analyze them
further using our LLM-based detector.

If a shortcut was flagged by the code filter for surveillance,
we only tested it with the corresponding prompts; if it was
flagged for two attack categories, we tested for both. Conse-
quently, each recipe had a different number of LLM-generated
answers. We find that our LLM-based detector flagged 1,014
recipes (13.4% of 7,616 recipes it has analyzed) as capa-
ble of conducting at least one of the attacks. We present the
breakups and the analysis results in Fig. 13. We also included
a breakdown of each domain in the Appendix B.

Manual Validation. We manually validate the LLM outputs
by randomly sampling 500 recipes labeled as either “Yes” or
“No” by the LLMs. This sampling yielded 160 recipes with
Yes/No labels for Impersonation, 140 for Lockout, 100 for
Overload, and 100 for Surveillance.

Two authors collaboratively annotated the IPV attacks in
the selected validation set without seeing LLM responses, in-
cluding a binary answer of ‘Yes’/‘No’ for the given TFA attack
and corresponding rationale. Two authors independently veri-
fied the same 100 of these shortcuts, achieving near-perfect
agreement (κ = 0.96) [59]. We then compare the binary LLM
response with our annotation.

We show the results of the manual validation in Fig. 14.
The false negative rates for the impersonation, surveillance,
and overload attacks are less than 5%. This result demon-
strates that the LLM can effectively filter out non-attack
recipes. The only exception is in the lockout category, where
the LLM missed subtle setting cases where the recipe does
not change the device settings (e.g., airplane mode, phone
volume, etc.) directly, but rather runs other actions such as
playing music, or opening apps. The false positive rate is
higher, which is due to our conservative definition (and sub-
sequently labeling) of what constitutes an attack. If a recipe
requires user interaction or shows a notification when run, we
consider it as not an attack; however, LLM flags it as poten-
tially capable of an attack. For lockout and control attacks,
false positives occurred when LLM failed to account for the
‘Show When Run’ setting or the ‘Speak Text‘ actions, which
would notify users about exfiltrating actions. For overloading
attacks, the false positives were instances where repetitive
actions within loops were stoppable or did not impact normal
usage. Note that modifying the per-attack prompt to account
for such cases removes the false negatives and false positives.

We randomly selected 200 recipes labeled as ‘Maybe’ by
the LLM and manually analyzed them. For all attack oper-
ations combined, approximately 12% were found to be ma-
licious (i.e., would be labeled as ‘Yes’). The majority were
labeled as ‘No.’ Notably, the lockout/control category had
a higher proportion of malicious cases compared to others:
impersonation (4/46), surveillance (2/48), overloading (4/46),
and lockout/control (14/36).

Category No Yes False Positives False Negatives

Surveillance 86 14 9 0
Impersonation 141 19 7 0
Overload 59 41 7 3
Lockout 103 37 6 22

Total 389 111 29 25

Figure 14: Manual verification of 500 shortcuts flagged by
LLM.

Category Num. of
Actions

Num. of Shortcuts
Containing Action

Data-collection 71 9,849
Data-insertion 36 11,814
Data-exfiltration 33 11,936
Resource-control 138 11,314
Trace-hiding 6 2,697

Figure 15: Action Annotation and Shortcuts Coverage.

5.3 Findings
We use the measurement pipeline to analyze shortcuts

across the four domains and examine the action distribution
within the dataset. Our analysis yields the following findings.

Action Distribution. Our XML parser identified 982 actions,
excluding those deprecated by system updates. To contextual-
ize the data, we refer to our threat model, which focuses on
analyzing default Shortcuts actions without requiring third-
party applications. For example, the “Take Photo” action,
along with the pre-installed “Camera” app, is available on
all iPhone devices, whereas the “Open in Dropbox” action
requires users to manually download the “Dropbox” app from
the iOS App Store. In this section, we classify the former as
internal actions and the latter as external actions.

There are 422 internal actions and 560 external actions. We
analyzed the distribution for each action appearing across the
four datasets and found that “If” (211,569 times), “Nothing”
(127,666 times), and “Choose from Menu” (119,763 times)
are the three most frequently appearing actions.

We annotated 422 internal actions based on the attack spec
in Section 5.1.1, and the number of recipes containing those
actions in all 13,745 shortcut representation files. The detailed
action distributions are included in Fig. 15. Note that the
number for trace-hiding might not reflect the full potential
of an attacker trying to hide their trace, as there are settings to
hide the action process from the user for many actions, such
as “Show When Run”, is not recorded in counting since they
are included in action’s metadata.

Surveillance Analysis. We identified 21 surveillance attacks
using the LLM detector. For a recipe to be classified as posi-
tive, it must include a data collection action, and the collected
data must be traceable to a data exfiltration action via their
UUID. The data exfiltration is carried out in a stealthy man-
ner (e.g., the “Show When Run” option is turned off, or the
message is base64-encoded). Negative samples are typically



filtered out because they contain actions that alert the victim,
such as “Choose From List.”

Most of the positive cases are publicly labeled under the
Utilities or Photo and Videos categories. Interestingly, we ob-
served that this category contains the fewest positive samples,
which may be attributed to regulatory constraints [45].

Impersonation Analysis. We identified 340 impersonation
attacks. The positive recipes usually have actions to exfiltrate
the data from the device without consent from or a clear
explanation to the victim (e.g., Send Message, Send Email,
or open a URL with data embedded into a link). There are
many utility recipes with mini-menus (e.g., Choose From
Menu about next operation) identified as negative. While
these recipes send data out of the device, they present text
indicators about their actions and need user interaction to pass
the data out. The top three categories for positive recipes are:
Utilities, Productivity, and API.

Lockout/Control Analysis. We identified 656 recipes capa-
ble of executing lockout and control attacks, which can cause
psychological harm to victims. These recipes perform various
actions: (1) some decode and play a long base64-encoded
audio file, (2) modify system settings that visibly affect the
victim’s device, and (3) display incomprehensible and/or in-
cessant notifications. A common characteristic among these
patterns is the presence of unexpected actions that directly
impact the victim, although some could still be classified as
utility recipes.

Negative samples typically include text-based hints or re-
quest user permissions via pop-up windows, which reduces
their potential for harm. The top three app categories are con-
sistent with those found in impersonation attacks; however,
we observed a growing number of recipes labeled under Fun
and Entertainment.

Overloading Analysis. We identified 65 recipes capable of
performing overloading attacks. A recipe is classified as such
if it satisfies the following conditions: (1) the presence of a
loop, (2) at least one action within the loop directly affects
the victim’s device, (3) the loop causes a repeated change of
state on the device, and (4) there are no actions requiring user
interaction that would interrupt the loop.

Some recipes include loops but are excluded from this cat-
egory because they either prompt the victim to make a choice
from a list or contain looped actions that do not visibly af-
fect the device. The most prevalent categories for overloading
attacks are Utilities, Fun, and Game.

5.4 Recipes Explicitly Intended for Abuse
We analyze the recipes that are explicitly designed for abu-

sive purposes. We use search terms based on prior work and
blog posts [10, 29, 31]. The search terms are a combination
of 12 verbs (track, spy, monitor, locate, follow,
hack, read, record, forward, bomb, spam, crash)
and 10 target nouns (wife, husband, girlfriend,

boyfriend, partner, spouse, fiancé, fiancé, ex,
cheater). We query these 12 × 10 = 120 search terms
on Google and on public Shortcuts repositories like
routinehub.com, and record the responses that contain any
of the search terms in their title, tag, or description, and ones
that are potentially designed for malicious intent (e.g., ‘Crash
Device,’ ‘Want to be a spy? Well now you can. . . ’). Although
we did not find any recipe explicitly marketed for IPV, we
found 91 recipes associated with these abusive keywords. We
removed the recipes with broken links and then removed the
duplicate ones using our deduplication process (explained
in Section 5.2). Finally, we have 66 unique recipes showing
abusive intent.

Manual Analysis. We then manually labeled the 66 recipes
based on their recipe procedure, following the process de-
scribed in Section 5.2. Our manual analysis of the 66 recipes
shows that only a few recipes are capable of producing IPV-
related attacks. Most of the recipes we found clustered around
keywords “spam”, “bomb”, and are intended to send hundreds
of messages from attack devices to a specific contact. While
they could be harmful, these recipes are out of the scope of
our work, as we study recipes installed on victim devices.
For the ones left for attackers to “send to their enemy” [44],
although a lot of them have the capability of causing harm,
they usually have a “caveat” (e.g., Show notifications of ‘Are
you really sure? This could cause actual harm.’) before pro-
ceeding with abusive actions. We denote those recipes as
“Yes if without caveat” in labeling, by including those, the
final abusive recipes are: 11 lockout/control, 5 overloading, 3
impersonation, and 0 surveillance. The negative samples are
mostly because they require user interaction, such as “Choose
from list”, which clearly notifies the victim about automation
running. The rest of the 52 recipes had no attack capabilities.

Running LLM Detector on the Recipes. We pass the same
66 recipes through our pipeline, following the five data prepa-
ration and the two measurement steps from Fig. 12. Com-
paring the LLM-powered detector with the human labeling
yielded two false positives and two false negatives. The false
positives — one lockout and the other is impersonation —
contain a notification or an alert that explains the purpose of
the recipe. However, LLM considers them to be insufficient
for the users. In the false negative cases (also one lockout
and one impersonation), although the LLM recognized poten-
tial harm in its rationale, it labeled them as ‘No’ rather than
‘Maybe’. There are 11 ‘Maybe’ from LLM, while 3 of them
are labeled as ‘Yes’ by the human annotator.

5.5 Reporting Safety Concerns
After mapping capabilities and analyzing shortcuts in pub-

lic domains, we reported safety concerns about automation
applications in an IPV setting to the application carrier and
public domain manager in September 2024. While the domain
manager did not respond, Tasker and Apple (iOS Shortcuts)



provided feedback. Tasker acknowledged the concern but em-
phasized that their functionality prioritizes utility and user
experience, noting that notifications may not directly alert vic-
tims if attackers intentionally misuse the app. Apple’s product
security team stated that the described attacks require physical
device access and recommended using strong passcodes to
prevent unauthorized access. However, such protections are
ineffective under the IPV threat model, as the attacker can
have authenticated physical access to the victim’s device.

6 Discussion

Our research demonstrates that automation apps can be ex-
ploited for surveillance and harassment, particularly in IPV
scenarios. However, platform developers remain unaware of
this threat and the harm their tools may cause IPV survivors.

Automation apps represent a new class of “dual-use”
tools [29] — not inherently malicious, but capable of enabling
abuse. They are designed to empower users by creating com-
plex workflows and automating tasks. To enhance usability,
these apps often minimize runtime permission prompts and
provide features like “Run Immediately” in Shortcuts and
background profiles in Tasker [64]. However, as we demon-
strate, these features can be weaponized in IPV contexts.

This presents a critical design dilemma: how can we safe-
guard victims from abuse without undermining the legitimate
utility of automation apps?

Our findings suggest that how platforms abstract recipes
contribute to their potential misuse. Platforms deploy noti-
fications, permissions, and checks at the app level, treating
recipes as merely “in-app configurations.” For example, the
user grants permissions to the Shortcut app, not the individ-
ual recipes. Also, Android’s privacy dashboard and iOS App
Privacy Reports list permissions and recent sensitive data
accesses for each app, and it does not make any distinction
for recipes. As a result, users have limited visibility into the
execution of automation apps. Our main insight is that plat-
forms, and subsequently users, have to treat recipes similarly
to apps in terms of threat identification, protection, detection,
and response [30].

Identification: Identify malicious recipes. Automation
recipes repositories should regularly check if (potentially)
malicious recipes are being distributed through their platform.
We provide a recipe detection pipeline in Section 5. This
can be directly used for analyzing public recipes. Similarly,
mobile platforms should also have an in-OS monitoring sys-
tem for installed recipes, which flags potentially malicious
execution patterns and warns users of such recipes on their
device. Thus, it is crucial to ensure this detection pipeline is ro-
bust to adversarial manipulation [56]. Inspecting unpublished
recipes–those created locally or shared privately–should be
performed in a privacy-preserving manner, as these recipes
may contain sensitive information, such as locations or API

secrets. Our current detection pipeline requires the recipes to
be sent to third-party LLMs, with limited control over how
the data is used. Future research should look into how to con-
duct privacy-preserving malicious recipe checking on devices.
Moreover, we need more research to find a user-friendly way
to communicate the capabilities (and the risks) of dual-use
recipes to the users (similar to privacy labels [12, 14, 41]).

Protection: Per-recipe permissions and checks. We sug-
gest platforms should treat automation recipes as regular apps
and apply the existing safeguards applied to regular mobile
apps. This means that recipes should require separate per-
mission from the user for their execution and are subject to
regular background permission use checks — permissions are
revoked if the user has not explicitly executed the recipe. Pro-
viding permissions at the recipe level might overburden users
with runtime permissions, which leads to habituation [36].
There is a need to design these permission systems to balance
between usability and safety. For example, runtime permis-
sion can be displayed only if the LLM-detector flags a recipe
for potential misuse.

Detection: Detect if malicious recipes are installed. Based
on our detection pipeline (Section 5), we have created a
Docker image for a webservice3 for checking if a shortcut
recipe can be used for one of the four attacks we analyzed in
this paper. We have also created a Shortcut recipe to export
all recipes installed on an iPhone. All of these will be publicly
available.4 This web service can be used by survivor services
such as Tech Clinics [1, 2, 4] for investigating tech-facilitated
abuse. This webservice does not record any information; how-
ever, we use third-party LLMs; thus, while using this service,
users should only check the recipes that they feel comfort-
able submitting for evaluation, avoiding the risk of exposing
private information.

Response: Persistent recipes execution notification and
logging. Our detection tool can be helpful for users who are
already suspicious of TFA and proactively want to check their
automation apps. However, for unsuspecting users, platforms
need to carefully design notifications and consent mecha-
nisms for automation apps to alert users of any potentially
malicious recipes installed on their devices. Most automation
apps have notification options to inform users that a recipe
was executed; however, these notifications are relatively small
and temporary, only appearing during execution. Moreover,
all automation apps allow ways to turn off such notifications.
Instead, we suggest using persistent banner notifications on
locked and unlocked screens of the user’s phone that link
to the executed recipe and disappear only after user interac-
tion. Notifications should be designed to be informative while
avoiding notification fatigue.

3https://hub.docker.com/r/anninobear/shortcut_server
4https://www.icloud.com/shortcuts/34df135ad7be43799e8e8

d10a6732fe8
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In addition to notifications, apps should also preserve read-
only, machine-readable logs of execution history for at least
four weeks. Moreover, OS should also support evidence ex-
port, which includes signed logs that survivors could share
with advocates, tech clinics, or legal services.

7 Conclusion

Automation tools are becoming increasingly valuable tools for
simplifying tasks and enhancing efficiency while also giving
attackers chances to perform IPV abuses. We deeply ana-
lyze four popular automation tools on both iOS and Android
by presenting their capabilities and how the combinations
of these capabilities are weaponized for spying and harass-
ment. We present an LLM-powered detector and perform a
measurement on the public Shortcuts collections, addressing
the overlooked threat from these automation tools. We hope
our research helps raise awareness of this growing issue of
malicious automation.
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A Simulating Spyware on Automation Apps

Shortcuts. We implement 31 out of 45 features of Flexispy
Extreme through iOS Shortcuts, as explained in Sec. 4.1.2.
The details of the replicability of a feature is specified in
Figure 16.

Feature Support Feature Support

Environment recording yes Browser bookmarks yes
RemCam yes Network connections yes
Spoof SMS yes Installed applications yes
Email yes Photos yes
Application screenshots yes Videos yes
Notes yes Wallpaper images yes
Address book yes Calendar yes
SMS messages yes Send Remote Cmds (Web) yes
MMS yes SMS Remote Commands yes
Location tracking yes Check Battery Status yes
Geo-Fencing yes Remotely restart device yes
iMessage part. Application activity part.
Audio files part. Visibility Option part.
Remotely uninstall s/w part. Remotely deactivate s/w part.
Remotely change features part. Remote Upgrade part.
Run in Hidden Mode part. Phone Call recording no
Phone Call interception no FaceTime Call Recording no
Spycall no RemVid no
Call Notification Alert no SMS Keyword deletion no
FaceTime Call logs no SIM Changed Notification no
Call logs no Browsing activity no
Keylogger no Dashboard Alerts no
Prevent uninstall of s/w no

Figure 16: Feature parity between FlexiSPY Extreme and
what can be replicated with iOS Shortcuts. Third-party-app
functions are omitted.

Feature Support Feature Support

Call monitoring & recording part. Ambient listening part.
Location tracking yes SMS monitoring part.
Social-media/messaging logs no Keylogging no
Remote camera access part. Media-file access yes
Browser-history monitoring no App-activity monitoring yes
Alerts & notifications yes Accessing contacts yes
Stealth/detection part.

Figure 17: Tasker capabilities on Android. “partial” = root
or major workaround required; “yes” = fully doable without
root; “no” = not feasible even with root.

B LLM-Based Attack Analysis Breakdown by
Domain

Domain Category Code Filter LLM Labeled Yes

SG

Lockout 505 86
Surveillance 54 2
Impersonation 614 46
Overloading 61 22

SS

Lockout 507 88
Surveillance 49 3
Impersonation 933 55
Overloading 71 8

MC

Lockout 181 3
Surveillance 10 0
Impersonation 149 2
Overloading 1 0

RH

Lockout 1,874 479
Surveillance 258 16
Impersonation 3,845 224
Overloading 346 35

Figure 18: Potentially malicious recipes found in four
Shortcuts recipe repositories: ShortcutGallery.com (SG);
ShareShortcuts.com (SS), MatthewCassinelli.com/shortcuts
(MC), and RoutineHub.co (RH)
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